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Abstract Drag partition measurements were made in the atmospheric inertial sub-
layer for six roughness configurations made up of solid elements in staggered arrays
of different roughness densities. The roughness was in the form of a patch within
a large open area and in the shape of an equilateral triangle with 60 m long sides.
Measurements were obtained of the total shear stress (τ ) acting on the surfaces, the
surface shear stress on the ground between the elements (τS) and the drag force on
the elements for each roughness array. The measurements indicated that τS quickly
reduced near the leading edge of the roughness compared with τ , and a τS minimum
occurs at a normalized distance (x/h, where h is element height) of ≈ −42 (down-
wind of the roughness leading edge is negative), then recovers to a relatively stable
value. The location of the minimum appears to scale with element height and not
roughness density. The force on the elements decreases exponentially with normal-
ized downwind distance and this rate of change scales with the roughness density,
with the rate of change increasing as roughness density increases. Average τS : τ

values for the six roughness surfaces scale predictably as a function of roughness
density and in accordance with a shear stress partitioning model. The shear stress
partitioning model performed very well in predicting the amount of surface shear
stress, given knowledge of the stated input parameters for these patches of roughness.
As the shear stress partitioning relationship within the roughness appears to come
into equilibrium faster for smaller roughness element sizes it would also appear the
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shear stress partitioning model can be applied with confidence for smaller patches of
smaller roughness elements than those used in this experiment.

Keywords Atmospheric inertial sublayer · Drag partition · Roughness arrays ·
Shear stress partitioning

List of Symbols
Af frontal area of roughness elements (m2)
Au unit area over which surface shear stress associated with a roughness

element is distributed (m2)
b element breadth (m)
Cd surface drag coefficient
Cde roughness element drag coefficient
Cdr rough surface drag coefficient
Cds smooth surface drag coefficient
cv coefficient of variation
d displacement height (m)
F force on a roughness element (N)
g acceleration due to gravity (m s−2)
h element height (m)
IBL internal boundary layer
ISL inertial sublayer
m empirical constant between 0 and 1
n number of roughness elements occupying the ground area of the roughness

array
NDD normalized downwind distance (x/h)
NED normalized element drag
R average friction velocity ratio
Rl local friction velocity ratio at different positions in a roughness array
Re Reynolds number
Rt threshold wind friction velocity ratio
SD standard deviation of a mean value
u wind speed (m s−1)
u∗ wind friction velocity (m s−1)
u∗tR threshold wind friction velocity with roughness elements (m s−1)
u∗tS threshold wind friction velocity of bare surface (m s−1)
x downwind distance (m)
z reference height above surface (m)
zw roughness sublayer height (m)
zo aerodynamic roughness length (m)
β ratio of element to surface drag coefficients
ϕm dimensionless wind speed gradient
κ von Kármán constant (0.4)
λ roughness density
µ molecular viscosity (N s m−2)
ρa air density (kg m−3)
σ roughness element basal area to frontal area ratio
τ total surface shear stress (N m−2)
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τS surface shear stress on the area not covered by the roughness elements (N m−2)
τR surface shear stress attributed to the roughness elements (N m−2)

1 Introduction

The presence of roughness elements on the surface such as vegetation, cobbles, or boul-
ders increases the total drag as compared to a smooth surface, providing a degree of
shelter that results in reduced surface shear stress between the roughness elements. The
effect of roughness elements on the drag forces and shear stresses at the surface was
first studied in detail by Schlichting (1936). He stated that the total force imparted to a
rough surface can be partitioned into a force acting on the roughness and a force acting
on the intervening surface. As the quantity of roughness elements is increased, both
total drag and roughness drag increase while the force acting on the surface decreases.

Understanding the controls of roughness on shear stress partitioning has important
ramifications for successfully predicting how surface roughness affects the entrain-
ment and transport of sediment by wind on the Earth, particularly with regard to
environmental and agricultural applications (e.g., wind erosion of agricultural soils,
dune stabilization projects, sediment transport in rangelands). There are also impor-
tant applications for Mars because aeolian processes affect the evolution of the Mar-
tian surface to a much greater degree than they do on Earth (Malin et al. 1998; Wilson
and Zimbelman 2004).

In this paper shear-stress partitioning measurements for six different surface rough-
ness configurations composed of the same size (solid) roughness elements in the atmo-
spheric inertial sublayer (ISL) are reported. The ISL is defined as the zone of airflow
in which the dimensionless wind speed gradient ϕ of value unity is represented by the
equation (Weiringa 1993)

φ ≡
(

κz
u∗

)
∂u
∂z

= 1 (1)

where κ is the von Kármán constant (0.4), z is a reference height (m), u∗ is wind
friction velocity (m s−1), u is wind speed (m s−1). Equation 1 applies to conditions of
neutral thermal stratification.

Due to the size and number of the roughness elements utilized, the rough sur-
faces constructed for this experiment are in reality representative of large patches of
roughness in which sediment transport may be initiated and/or through which sand
may be transported by wind. The occurrence of alternating patches of smooth and
roughened surfaces in nature are frequently found in terrestrial deserts and semi-arid
environments where the roughness elements consist of isolated cobbles and boul-
ders or patches of rocks and/or sparse vegetation in isolation or in some community
structure (e.g., Okin and Gillette 2001). Similar types of rough surfaces with cob-
bles and boulders also present evidence of sand entrainment and transport, which
has been observed on the surface of Mars by the Mars Exploration Rover Mission
(http://marsrovers.jpl.nasa.gov/home/).

The acquired shear-stress partitioning data from this study are subsequently used
to evaluate the performance of a model developed by Raupach (1992), which was later
modified by Raupach et al. (1993) to predict the partitioning of shear-stress within
the established roughness configurations. This model predicts the shear-stress parti-
tioning ratio, i.e., the percentage reduction in shear stress on the intervening surface
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between the roughness elements as compared to the surface in the absence of those
elements (Wolfe and Nickling 1996), based on knowledge of the geometric properties
of the roughness elements, the characteristic drag coefficients of the elements and the
surface, and the assumed effect these elements have on the spatial distribution of the
mean and maximum shear stresses.

Other studies have measured shear-stress partitioning in wind-tunnel experiments
(e.g., Marshall 1971; Lyles and Allison 1975; Crawley and Nickling 2003) and in the
field where the roughness elements have typically been porous vegetation (e.g., Mu-
sick and Gillette 1990; Wolfe and Nickling 1996; Wyatt and Nickling 1997; Luttmer
2002; Lancaster and Baas 1998) and found reasonable agreement with the Raupach
et al. (1993) model (King et al. 2005). The study presented herein represents the first
such one that was carried out at the full field scale for which the total shear stress (τ )
in the ISL, the shear stress on the intervening surface (τS), and the force of drag on
the elements were measured simultaneously allowing for closure on the shear-stress
partitioning relationship. The measurement of these three components of the parti-
tion system was accomplished with traditional observations of the vertical profile of
wind speed using anemometers to estimate τ , skin friction meters (Irwin sensors) to
measure both τ and τS, and drag balances to measure the force on the elements, from
which stress on the roughness elements (τR) can be estimated. The roughness config-
urations were also under strict control in this experiment as they were constructed to
rigorous dimensional standards.

2 Background

Raupach (1992) provided a detailed re-evaluation of shear-stress partitioning and
brought it into the context of wind erosion, and sediment entrainment and transport
by wind. He defined the partitioning of τ on a rough surface as stated by Schlichting
(1936) (i.e., τ = τS + τR) in terms of surface and element drag coefficients, roughness
density, wind speed at a reference height, and wind friction velocity

τ = τS + τR = ρau2
z

{
Cds exp

[
−c1

(
uz

u∗

)
λ

]
+ λCde exp

[
−c2

(
uz

u∗

)
λ

]}
, (2)

where ρa is air density (kg m−3), uz is wind speed (m s−1) at height z (m) , CdS is the
intervening surface drag coefficient, Cde is the drag coefficient of an isolated, surface
mounted roughness element, and λ is roughness density. Friction velocity is defined
as

u∗ = √
τ/ρa , (3)

deduced from that portion of the neutral atmospheric boundary layer where the
logarithmic law applies (i.e., Eq. 1).

CdS in Eq. 2 is defined by Raupach (1992) as

CdS = τS

ρa u2
z

, (4)

and Cde as

Cde = F
ρa A u2

z
, (5)
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where F is force on the element (N) and A is frontal area of the element (m2). The
roughness density (λ) is defined as

λ = nbh/S, (6)

where n is the number of roughness elements occupying the ground area S (m2), b is
element breadth (m), and h is element height (m).

Raupach (1992) assumed that c1 and c2 are coefficients that are equal and used to
support his argument that individual elements shelter the ground and each other with
the same efficiency. Raupach (1992) demonstrates that below λ ≤ 0.1 the effect of c is
diminished because the partitioning effect resulting from the drag and aerodynamic
parameters is independent of c. In this experiment the λ values for the roughness
arrays were <0.1.

Raupach et al. (1993), building on the stress partition theory development of
Raupach (1992), proposed a physically based model for the partitioning of wind shear
between solid elements with well-defined wakes and the surface between the ele-
ments. This geometric- and drag coefficient-based predictive model allows the user
to specify available inputs to describe most environments and generate a ratio (Rt)
that characterizes the erosion threshold of an initially bare erodible surface with the
threshold once non-erodible elements are present.

The Raupach et al. (1993) model is expressed as:

Rt = u∗tS

u∗tR
= 1

(1 − mσλ)0.5 (1 + mβλ)0.5
, (7)

where Rt is the threshold shear velocity ratio, u∗tS is threshold friction velocity of
the bare surface (m s−1), u∗tR is the threshold wind friction velocity with roughness
elements (m s−1), σ is the roughness element basal area to frontal area ratio, β is the
ratio of element to surface drag coefficients, and m is an empirical constant ranging
from 0 to 1 that accounts for the spatial heterogeneity of surface shear stress.

From a methodological perspective it is often impractical to monitor a surface for
the onset of erosion as the threshold shear velocity is unlikely to remain constant with
time. Consequently, it is necessary to consider the friction velocity ratio for a range
of wind speeds and friction velocities, rather than for a single set of threshold con-
ditions. Wolfe and Nickling (1996) proposed an alternative to the threshold friction
velocity ratio (Rt), which simply characterizes the ratio (R) of the simultaneous shear
velocities (or shear stresses) of the bare soil to a roughened surface, irrespective of
threshold conditions. This generalizes Eq. 7 and in effect allows for the consideration
of shear-stress partitioning between roughness and the intervening ground surface
for all total stresses. In this experiment each of the variables in Eqs. 2 and 7 were
known or measured as part of the experiment with the exception of the variables c1,
c2 and m. Raupach et al. (1993) suggest that there is a limited range of values for the
unmeasured variables of c1, c2 and m.

3 Methodology

In the spring of 2003 and 2004 field experiments were carried out at the Jornada
Experimental Range (JER) of the U.S. Department of Agriculture near Las Cruces,
New Mexico. A large barren area was selected within the JER locally known as the
Scrape site (Gillette and Chen 2001) (total area ≈10,000 m2) because it possessed
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l = 0.095

l = 0.038 l = 0.030 l = 0.016

l = 0.062 l = 0.050

Fig. 1 Images of the six roughness arrays used in the experiments

several critical attributes. This particular site was of special interest because it pro-
vided (1) an extensive bare surface area, where a range of roughness configurations
could be deployed without having to move locations, (2) an upwind fetch of ≈ 60 m
of smooth surface for the prevailing wind direction before it would encounter the
roughness array, (3) frequent wind of consistent direction, and (4) it provided a safe
and secure environment for personnel and the scientific instruments at all times.

For this study, five-gallon plastic buckets (0.26 × 0.30 × 0.36 m) were used as the
non-erodible roughness elements; the form of a bucket is a slightly tapering cylinder
with the projected frontal area form being an isosceles trapezoid. In calculating λ, the
frontal area of the bucket (0.101 m2) was used to represent the product of b multiplied
by h (0.36 m) in Eq. 2. Prior to use, each bucket was filled with two shovel scoops of
sand and the lid secured to prevent the bucket from moving or falling over during high
winds. The buckets were placed on the bare surface with the wide end (i.e., lid end)
down in regular staggered arrays with varying λ (Fig. 1). In each case, the roughness
array was constructed in the form of an equilateral triangle with sides 60 m in length
and the upwind side perpendicular to the expected dominant wind direction (Fig. 2).
The position of each element in the array was determined by carefully marking the
location in a grid defined by the intersection of 1.6-mm diameter steel cable that was
tied between steel stakes that had been installed at the edge of the arrays at pre-mea-
sured distances, providing the proper inter-element spacing to achieve the target λ

values.
The length dimensions, number of elements, and roughness densities of the six test

arrays are presented in Table 1. A roughness array was left in place until sufficient data
were collected to characterize the aerodynamic properties of the surface, the shear-
stress partitioning associated with the array, and the drag force on the elements. Data
were deemed acceptable for analysis only for airflow that entered and exited the array
20◦ either side of the azimuth of the centreline of the array.

The τ generated by the wind was determined by estimating u∗ by fitting 10-min
average vertical wind speed profile data using least squares regression to the “law of
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Fig. 2 The dimensions of the roughness arrays shown in Fig. 1

Table 1 The form characteristics of the roughness arrays and the position of the instruments in each
roughness array

Array characteristics λ = 0.095 λ = 0.062 λ = 0.050 λ = 0.038 λ = 0.030 λ = 0.016

Spacing of roughness elements (m) 1.424 1.800 2.060 2.300 2.548 3.300
(centre to centre of bucket
in the axial direction)
Number of roughness elements 1775 1111 900 681 533 331
Distance (m) from leading edge
of roughness to
Irwin sensor position 1 47 48.00 45.93 47.20 46.02 47
Irwin sensor position 2 37.20 38.35 37.95 38.23
Irwin sensor position 3 30.00 29.77 31.05 30.25
Irwin sensor position 4 22.45 21.65 21.85 22.65
Irwin sensor position 5 15.50 14.25 14.90 15.70
Irwin sensor position 6 8.20 7.96 8.00 7.76
Drag balance 1 38 35.20 36.20 36.85 34.80 35
Drag balance 2 20.70 20.00 20.45 19.40
Drag balance 3 6.25 6.02 6.45 6.30
Distance (m) in front of leading
edge of roughness to
Control Instruments: Irwin sensor 5 5.27 5.27 5.27 5.27 5
and drag balance

the wall”. The “law of the wall” is represented by the logarithmic wind speed profile
observed in the ISL and can be written as

uz

u∗
= 1

κ
ln

(
z − d

zo

)
(8)
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where zo is the aerodynamic roughness length (m); zo is calculated from the slope
and intercept values obtained from the least squares regression as zo = exp(−1×
(slope/intercept)) for each 10-min average vertical wind speed profile, and d is dis-
placement height (m). In practice, surfaces with large roughness elements require the
addition of the displacement height in the logarithmic profile equation, which dis-
placement height represents the upward displacement of the mean momentum sink
(Jackson 1981). Both zo and d vary as a function of the height, spacing, shape of the
elements (and in the case of vegetation its flexibility as well), the wind direction and
wind speed, due to the local elevation changes created by the roughness elements
(Finnigan 1979; Thom 1971). For surfaces with small roughness elements, d = 0 when
d << 2 m.

Vertical profiles of wind speed were measured with arrays of eight logarithmi-
cally spaced cup anemometers mounted on 1-m long boom arms on two 9-m high
towers. The heights of the anemometers above the base of the tower (i.e., 0.50 m,
0.87 m, 1.17 m, 1.73 m, 2.61 m, 3.96 m, 5.98 m, 9.00 m) were identical for both tow-
ers. One tower was located near the apex of the roughness array and the other was
placed outside the array (i.e., upwind) to measure the wind speed profile over the
bare surface that was unaffected by the roughness elements (Fig. 2). Wind direction
measurements were collected using wind vanes mounted on both anemometer towers
at 9 m. Estimates of τ were determined for both towers using Eq. 3.

An additional consideration that must be taken into account when using wind pro-
file data for calculating u∗ is the height of the roughness sublayer (Raupach et al.
1980). According to Raupach et al. (1980), only wind speed measurements above the
roughness sublayer (zw) should be used to estimate the aerodynamic properties of
the surface and the total shear stress (i.e., using Eq. 3). Raupach et al. (1980) derived
their characterization of zw from vegetated surfaces, finding Eq. 8 was not valid in
this region. Cheng and Castro (2002) argue, however, that over roughness that is solid
and regular in its distribution (similar to that used in this study) the flow below zw
can be characterized by the wind relationship found in the ISL if spatial averaging of
wind speed is carried out, unlike the flow over vegetated surfaces. Although we could
not carry out special averaging of wind speed, we adopt Cheng and Castro’s (2002)
approach and calculate τ from wind profiles that include the lowest anemometer,
which may be at a level below zw. Evidence to support this assumption is presented
in the results section. The wind data from the meteorological towers were also used
to calculate the drag coefficient for the upwind surface (CdS) and the six roughness
arrays (Cdr) using Eq. 4.

Shear stress on the surface within an array was measured with Irwin sensors (Fig. 3),
each sensor being a simple, omni-directional skin friction meter that measures the
near-surface vertical pressure gradient (Irwin 1980). The differential in dynamic pres-
sure is measured between two ports, one at the surface and the other at a height of
1.75 mm above the surface (Fig. 3). Once calibrated, the Irwin sensor can be used to
measure surface shear stresses at frequencies greater than 10 Hz (Irwin 1980; Wu and
Stathopoulos 1994) and has been used successfully in a variety of flow conditions and
surface roughness configurations (Irwin 1980; Wu and Stathopoulos 1994, Monteiro
and Viegas 1996; Crawley and Nickling 2003).

An example of the relationship between the output from an Irwin sensor and τ

estimated from the vertical wind speed gradient (Eq. 8) from the upwind meteorolog-
ical tower is shown in Fig. 4. The calibration equation is represented by the regression
relationship estimated by the least squares method for 10-min average τ values and
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Fig. 3 The Irwin sensor placement among the roughness elements, with the bronze sensing head (see
inset) placed in the middle of a 76 mm PVC disk. The grey arrow shows the wind direction that would
be parallel with the centreline azimuth of the array. The inset in the Figure shows an image of an Irwin
sensor and its dimensions removed from its grey PVC mounting disk

the associated 10-min average mV output from the Irwin sensor pressure transducer.
A calibration relationship between an Irwin sensor external to the roughness array
(inset into the surface in front of the meteorological tower upwind of the roughness)
was established for each measurement period when the wind was of sufficient strength
(i.e., wind speed at 9 m > 6 m s−1) and approached the roughness array within 20◦
either side of the azimuth of the centreline of the roughness array. The application of
the calibration relationship to all Irwin sensors is based on previous field and labora-
tory experience and the assumption that since each pressure transducer is of the same
manufacture and precision (ThermBrandt Ltd., 12 mm differential pressure trans-
ducer; Model DPT 32S12-0.5; precision ±0.25% full scale) that a single calibration
can be applied to all sensors.

Groups of two or three sensors were placed within the roughness array in an equidis-
tant spacing down the centreline (Fig. 1), and the configurations at each measurement
location and the roughness element spacing to Irwin length ratios were conserved
for each of the arrays. The positions of the Irwin sensor groups within the roughness
arrays are given in Table 1, and their relationships with the other instruments in the
array are shown in Fig. 5.

The drag force on individual elements (F) at three locations within the array and
one position external to the array (i.e., upwind of the array) was measured using
drag balances to which buckets were fixed. The drag balance is shown in Fig. 6. The
principle of operation is based on measuring the force applied on the element by the
wind that is transferred via a lever arm to a sensitive load cell fixed on one end to an
immovable post and on the other end to the lever arm (see inset, Fig. 6). The lever arm
and load cell were configured such that a force applied to the element would compress
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Fig. 4 An example of the relationship between τ estimated from the vertical wind speed profile using
Eqs. 5 and 7 and mV output from the Irwin sensor located exterior and upwind of a roughness array

DB

IS1

IS3

IS2

DB

Fig. 5 Typical instrument position at a measurement location within a roughness array. IS indicates
the position of an Irwin Sensor and DB the position of a drag balance in relation to the roughness
elements. Relative positions of the instruments to the elements were identical for all arrays

the load cell. The instrument is calibrated on a bench by hanging a series of weights
from the point where the roughness element is fixed to the lever arm to establish the
force versus output relationship. To account for wind approach angles that are not
perpendicular to the front face of the roughness element, calibration relationships are
developed for 5◦ intervals either side of the centreline of the element. An example of
the calibration relationships for one of the force balances for a series of 5◦ intervals
is shown in Fig. 7 and is typical of the other three used in 2004. It should be noted
that an earlier version of this design was used in 2003, which did not have the same
sensitivity as the version used in 2004 (described above).
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Fig. 6 The drag balance mechanism (inset bottom left corner) and as it was configured for the Jor-
nada experiments. The mechanism is in a box directly below the roughness element and the element
is coupled to the lever arm by a threaded rod passing through the bucket and secured to the arm with
a nut (the wooden block seen in the inset represents a generic roughness element)

The drag balances were sealed inside boxes and installed in the roughness array
by burying the box and leaving the top flush with the surface. A hole in the top of
the box provided access to the attachment point for the roughness elements to the
lever arm. The buckets were fixed to the lever arms using a threaded rod that passed
through the centre of the bucket and fastened with a washer and nut (Fig. 6) locking
the bucket to the drag balance lever arm. After attachment, the bottom of the bucket
was slightly elevated above the surface (≈ 3 mm) to prevent contact and allowing it
free movement. The positions of the drag balances within each roughness configura-
tion are identified in Table 1 and their relationship with the other instruments in the
array shown in Fig. 5. A drag balance with its attached bucket was placed into a row
of roughness elements replacing one of the elements in the row.

Typical force versus wind speed squared relationships for roughness elements lo-
cated within and outside (i.e., upwind) of the array for λ = 0.05 are shown in Fig. 8. In
all measurement cases, the relationships are well described by linear functions with R2

values >0.88. Adjacent to each drag balance, wind speed and direction were measured
with a single anemometer/wind vane combination positioned at 0.5 m above the sur-
face. The calibration equations for each measurement interval (60 s) used to convert
output to force in Newtons were applied based on the wind direction measured with
the adjacent wind vane. The drag balances were used to measure the applied wind
force on the elements within and upwind of the array, as well as their surface-mounted
drag coefficients (Cde) using Eq. 5 with the reference wind speed being 0.36 m (i.e., the
height of the roughness element), which was obtained by extrapolating the measured
wind speed versus height relationship.

4 Results

The data collected over the two field seasons resulted in nine periods for the six rough-
ness arrays for which the wind direction was acceptable (195–235◦) and for which the
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Fig. 7 Typical force versus mV relationships for 5◦ intervals for the force balances used in 2004. The
number in the upper right hand corner is the wind direction the calibration equation was used for

fit of the law of the wall (Eq. 8) to the 10-min average wind profiles had R2 values
> 0.95 (Table 2). In addition to the above, the dataset from May 1, 2004 (λ = 0.05)
was also examined to extend the range of λ, despite the fact that these data did not
completely satisfy the direction constraints applied to the other nine sampling periods.
A discontinuous record within the stated start and stop times of the identified periods
was the result of filtering the data by wind direction and goodness of fit to the “law of
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Fig. 8 Typical force versus wind speed squared relationships measured with the four force balances
measured during the λ = 0.05 array set-up. Force balance 1 is represented by the solid black dia-
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Table 2 The dates, duration, and wind speed and direction conditions for the measurement periods

Date Start timea Stop time No. obs.b λ Mean 9-m Mean 9-m
wind speed wind direction
(m s−1) (degrees)

31 May 2003 0800 1610 46 0.016 2.68 (±1.51)b 235 (±31)
23 May 2004 1030 1400 22 0.030 9.00 (±1.08) 235 (±6)
30 April 2004 1020 2310 78 0.038 9.57 (±1.61) 216 (±12)
01 May 2004 1240 2020 47 0.038 6.35 (±1.84) 280 (±27)
12 May 2004 0940 1620 30 0.050 8.16 (±1.02) 230 (±6)
13 May 2004 0940 2000 25 0.050 6.95 (±1.44) 227 (±4)
22 April 2004 1300 1650 25 0.062 10.08 (±1.33) 236 (±10)
23 April 2004 1240 1920 37 0.062 9.30 (±1.01) 232 (±7)
01 May 2003 1050 1900 37 0.095 7.07 (±2.33) 220 (±9)
05 May 2003 1200 1910 39 0.095 9.14 (±1.57) 221 (±9)

a Local Time
b i.e., the number of valid 10-min observations in the monitoring period
c Number in brackets is the standard deviation of the mean in the column

the wall” for the wind profile. The wind speed profiles that met our filtering criteria
represented conditions with vigorous surface winds often associated with periods of
sediment transport (Gillies et al. 2006). Although vertical temperature profiles were
not measured during these periods Richardson numbers are typically near zero (Gil-
lette et al. 1978). Recent measurements by Gillette et al. (2006) at the JER in close
proximity to the Scrape site also confirm that under these conditions the Richardson
number is close to zero. Due to instrument failure, there are several tests in which
only Irwin sensor or force balance data were available.
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4.1 Surface aerodynamic properties

The roughness element arrays in this experiment cause a step change in roughness
from smooth to rough and an associated change in zo. In comparing the wind stress
conditions upwind and downwind of the arrays, the measurements taken at the down-
wind edge are assumed to be in the equilibrium layer created by the introduced
roughness. We make this assumption based on the strong linear profiles of wind speed
versus natural logarithm of height measured at the tower near the downwind edge of
the roughness, which do not exhibit any discontinuity throughout the measurement
region (0.5–9.0 m), providing confidence that the measured profiles are within an
internal boundary layer (IBL) (Garratt 1990), and that the wind speed data at 0.5 m
is not noticeably perturbed by strongly inhomogeneous roughness sublayer flow. For
a few select profiles we eliminated the 9.0-m wind speed and re-analysed the data and
found within the measure of uncertainty for zo no discernable difference.

Garratt (1990) has cautioned that far downstream of the leading edge of a step
change in roughness, in neutral conditions, the inner equilibrium layer is character-
ized by a logarithmic profile form, although the logarithmic form of the wind profile
does not depend on the assumption of constant flux. We present data below that lend
support to our assumption that the wind profile measurements at the trailing edge of
the roughness are sufficient for estimating total shear stress and allow characterization
of the aerodynamic properties of the rough surfaces.

4.1.1 Aerodynamic roughness length and displacement height

The mean aerodynamic roughness lengths (zo) and their associated standard devia-
tions are presented in Table 3; the zo values associated with the wind profiles upwind
of the arrays ranged from 0.00018 to 0.00158 m. In contrast, the zo values associated
with the roughness array surfaces ranged from 0.00218 to 0.02216 m. This systematic
increase of zo with increasing λ has been observed in other field experiments (e.g.,
Kutzbach 1961; Lettau 1969) and wind-tunnel studies (e.g., Marshall 1971; Raupach
et al. 1980). A comparison of the dimensionless roughness length (zo/h, where h is
element height) for the Jornada field data with the empirical curve of Lettau (1969)
and the modelled relationship of Raupach et al. (1993) is shown in Fig. 9. In general,
the Jornada data are in close agreement with the Lettau and Raupach relationships for
the observed range of λ, although the field data fall somewhat below the theoretical
curve of Raupach et al. (1993).

Wooding et al. (1973) suggested that the relationship between zo and λ is better
defined if the inter-element spacing length in the streamwise direction (l) is included
as a second length scale for the roughness elements through the relationship

z0

h
= λ

(
h
l

)0.4

(9)

where l is the streamwise inter-element spacing (m).
The change in zo/h and the Wooding et al. (1973) parameter (Eq. 9) for the λ

values used at Jornada are shown in Fig. 10. Although there is a slight improvement
in the relationship between λ and zo/h with the inclusion of the inter-element spacing
length scale, it does not appear to be significant in this case when one considers the
scatter associated with zo in the field data (Table 3).



Boundary-Layer Meteorol (2007) 122:367–396 381

Table 3 Mean aerodynamic roughness lengths and their associated standard deviations and coeffi-
cient of variation for the smooth upwind surface and the six roughness arrays

Date λ Smooth upwind surface cv Rough surface cv
zo (m) SD (m) zo (m) SD (m)

31 May 2003 0.016 0.00324 0.00958 2.96 0.00218 0.00286 1.31
23 May 2004 0.030 0.00018 0.00004 0.20 0.00279 0.00068 0.24
30 April 2004 0.038 0.00088 0.00067 0.76 0.00873 0.00282 0.32
01 May 2004 0.038 0.00046 0.00022 0.48 0.00537 0.00183 0.34
12 May 2004 0.050 0.00044 0.00025 0.56 0.00813 0.00139 0.17
13 May 2004 0.050 0.00051 0.00023 0.44 0.00948 0.00409 0.43
22 April 2004 0.062 0.00121 0.00032 0.26 0.01083 0.00199 0.18
23 April 2004 0.062 0.00158 0.00059 0.38 0.01304 0.00301 0.23
01 May 2003 0.095 0.00123 0.01369 11.11 0.01796 0.01316 0.73
05 May 2003 0.095 0.00022 0.00016 0.72 0.02216 0.00831 0.38
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Fig. 9 The relationship between dimensionless aerodynamic roughness length (zo/h) and λ for the
six roughness arrays measured at Jornada (JER) and compared with the modelled relationships of
Lettau (1969) and Raupach et al. (1993) (defined by Eq. 7)

Numerous studies have shown that when air encounters and flows over a rough
surface the wind profile may be displaced upwards requiring the addition of a displace-
ment height term (d) in the Prandtl–von Karman equation (i.e., Eq. 8). The presence
of a displacement height was investigated for each surface roughness configuration
using an iterative analysis procedure to obtain the best fit of the data to Eq. 9. For
these Jornada data the procedure did not result in an appreciable improvement in the
fit of the 10-min average wind profiles to the “law of the wall” and in many instances
produced nonsensical values of d (i.e., d was negative). Consequently, we did not use
a non-zero d to calculate friction velocity from the vertical wind speed profiles.

Based on the relationship between λ and d presented in MacDonald et al. (1998,
p. 1861), the displacement height for the least dense array should be ≈ 0.02 m and for
the most dense array ≈ 0.07 m. The small range of values for d for these roughness
arrays is also supported by the comparison shown between zo/h and λ in Fig. 8. If
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Table 4 Mean and standard
deviation (SD) values for the
surface drag coefficients for
the smooth (Cds) and rough
(Cdr) surfaces

λ Cds Cdr

Mean SD Mean SD

0.016 0.0028 0.0029 0.0055 0.0028
0.030 0.0025 0.0003 0.0067 0.0007
0.038 0.0042 0.0011 0.0117 0.0059
0.050 0.0032 0.0006 0.0115 0.0021
0.062 0.0050 0.0007 0.0138 0.0019
0.095 0.0020 0.0021 0.0153 0.0233

a displacement height of significant magnitude had been present these data would
likely not have fallen as close to the line depicting the model values of Lettau (1969)
or Raupach et al. (1993) as is observed. Although a displacement height was consid-
ered unnecessary to describe the wind speed profile for the range of λ used in this
experiment it may be required for more dense arrays.

4.1.2 Drag coefficients of the smooth (CdS) and rough (Cdr) surfaces

The average surface drag coefficients for each of the roughness configurations for
the surface upwind of the array, i.e., CdS and the associated Cdr for the roughness
arrays are listed in Table 4. The CdS and Cdr values were computed using Eq. 4 with
z = 0.36 m as the reference height (i.e., height of the buckets) for each 10-min sam-
pling period and then averaged to obtain a mean value for the given roughness array.
As expected, the CdS values for the surface upwind of the roughness arrays were
relatively constant and had an average value of 0.0033 (±0.0011). In contrast the Cdr
values for the roughness arrays increased with increasing λ and ranged from 0.006 to
0.015 for λ = 0.016 and 0.095, respectively (Table 4). A positive linear relationship was
observed between the ratio Cdr : CdS with increasing λ (Fig. 11 ), Cdr was normalized
by the average value of CdS for all available 10-min data and the regression was forced
through 1, since for λ = 0 the ratio should tend to 1.
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Fig. 11 The relationship between the ratio of Cdr : Cds and λ with the intercept forced through 1 as
this ratio should approach one as the roughness becomes more sparse

4.2 Element drag force and Cde relationships

The drag force on the roughness elements was observed to change as a function of
downwind distance in the roughness array and as a function of λ. These data are only
available for the 2004 measurement periods as insufficient numbers of drag balances
were available in 2003 to characterize the spatial variability. To compare this relation-
ship among the four arrays (λ = 0.062, 0.050, 0.038, and 0.030) tested in 2004 the drag
force measurements of the interior array elements were normalized to the drag force
on the element upwind of the array. The change in normalized element drag force
as a function of normalized downwind distance (NDD) is shown in Fig. 12. NDD is
expressed as the ratio of the distance upwind or downwind of the leading edge of
the roughness array divided by the element height (i.e., NDD = x/h), noting that the
distance downwind of the leading edge of the roughness is expressed as a negative
value. The positions of the drag balances changed between the four λ configurations
due to changes in row spacing so the NDD designated positions of the drag balances
differ slightly between different λ (Table 1).

The change in normalized element drag (NED) as a function of NDD is best
described by an exponential function of the form NED = a e(bNDD) (Fig. 12) where
the rate of change of force on a roughness element as a function of downwind distance
in the array is characterized by the b coefficient. In Fig. 13, the b coefficient is plotted
as a function of λ. The observed relationship indicates that λ affects the rate at which
the drag force on the roughness elements adjusts to the roughness configuration. The
denser the roughness array, the greater the distance that is required to reach equilib-
rium conditions of force on the elements. It is important to note that for the λ = 0.03
array, there is essentially no measurable change in NED as a function of NDD or the
force measured on the isolated roughness element outside the array (Fig. 12).

The effect of λ on NED can also be demonstrated by comparing the data for the
NED from the drag balances that were NDD ≈ −100 from the leading edge of the
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Fig. 12 The relationship between NED and NDD for the four roughness arrays used in 2004. Error
bars indicate the standard deviation on the mean values for the available 10-min mean values
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Fig. 14 The relationship between NED near the downwind edge of the roughness (NDD ≈ −100)
and λ. The data suggests at λ ≤ 0.038 the individual force on the elements near the trailing edge of
the array is similar to an element external to the array and unaffected by the population of roughness
elements in the array

roughness, including the data for the 0.095 and 0.016 arrays (Fig. 14) as a function of λ.
For these data, an exponential decrease in the force on the roughness elements near
the downwind edge of the array as roughness density increases is observed (Fig. 14).
The data presented in Fig. 14 also suggests that at λ somewhere between 0.04 and
0.03 the individual force on the elements near the trailing edge of the array is similar
to an element external to the array and unaffected by the population of roughness
elements in the array. This could, however, be a reflection of the sensitivity limits of
the drag balances to resolve differences in applied force.

The mean and standard deviation for the Cde for the out-of-array element for each
of the six roughness configurations was 0.19 and 0.07, respectively. These values were
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based on 1280 1-min averages. In comparison, Taylor (1988) reported a Cde of 0.19
for a solid cylinder. The Reynolds number (Re) defined by

Re = ρa uz h
µ

, (10)

where µ is the molecular viscosity (N s m−2) was in all cases >50,000, making Cde
independent of Re.

4.3 Surface shear stress (τS)

The shear stress at the surface (τS) in each of the roughness arrays was measured
with groups of Irwin sensors (two to three per group) located at six positions in the
roughness arrays (Table 1). The Irwin sensor-derived τS at each location normalized
to the out of array τ (also Irwin sensor-derived) essentially represents a localized
average shear stress ratio (Rl) value for each sampling location. When the localized
Rl values are plotted as a function of NDD for the four roughness arrays measured in
2004 (Fig. 15) there is a consistent pattern of decreased surface shear stress at the first
point of measurement (NDD ≈ −22) followed by a further decrease at NDD ≈ −42,
then a step increase that recovers (to within the measurement uncertainty) to the
level measured at NDD ≈ −22. Previous work by Rao et al. (1974) and Panofsky and
Townsend (1964) suggests that that there is a rapid decrease in τS as airflow makes a
sharp transition from a smooth to a rough surface. This pattern of decreased τS near
NDD ≈ −42 followed by recovery to a greater value past this position in the arrays
is observed for all but the λ = 0.03 array, which shows an increased amount of shear
stress reduction at NDD ≈ −63. This however may have resulted from the relatively
small size of this dataset.

The pattern for the three denser roughness arrays suggests that element height is
the dominant control on the location of this zone of increased shear stress reduction,
as it occurs in the same position regardless of the number of rows of elements upwind
of this location. This pattern of a minimum surface shear stress at NDD ≈ −42 is con-
sistent for both the average of the sensors at each measurement location and when
comparing the individual sensors at the same relative position among the six Irwin
clusters.

An example of this pattern for each Irwin sensor for each position down the array
is shown in Fig. 16 for the λ = 0.062 array. The difference in the amount of shear
stress reduction among sensors in the same cluster reflects the degree to which they
are sheltered in the zone of reduced shear behind the elements in front of them, as
well as the wind direction. As was often the case for this experiment, the wind was
shifted to the west of the centerline of the array. Because of this wind shift, the sensors
on the easterly (left) side of an Irwin sensor cluster experience a greater amount of
shear stress reduction due to increased sheltering in the lee of the roughness (refer to
Fig. 5). Regardless of wind direction and Irwin sensor position (left, middle, or right),
there is a zone of increased reduction in shear stress at NDD ≈ −42 that is clearly
expressed in the Irwin sensor data. Unfortunately, it was not possible to observe this
pattern in the 2003 datasets because of the different positions of the instruments in
2003. In 2003, the second instrument cluster was located at NDD < −60, which is
beyond the zone of the shear stress minimum observed in the other arrays.

The data from the Irwin sensors were also used to estimate the average shear-stress
partitioning ratio (R) for each of the roughness arrays. For each 10-min average within
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Fig. 15 The pattern of Rl(τS : τ) as a function of NDD for four of the roughness arrays showing a
shear-stress minimum consistently at NDD ≈ −42

the monitoring periods (Table 2), the shear-stress value at each of the interior Irwin
sensor locations was divided by the shear-stress value for the Irwin sensor outside
of the array. These normalized values define the average 10-min shear-stress ratio.
The data from all the Irwin sensors (14–18 depending on the array) and the different
monitoring periods were then averaged to estimate the mean and standard deviation
of R for an entire array. These values were also calculated using only the data for the
instruments that were at NDD < −42, which appear to be relatively invariant beyond
this distance. The mean R values of the roughness arrays are plotted as a function of
λ in Fig. 17, where we find considerable variability in the measured R value for each
λ with the coefficient of variation ranging from a low value of ≈ 0.17 for λ = 0.050 to
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Fig. 17 The mean R value determined with the Irwin sensors for all available sensors (black dia-
monds) and for just the sensors at NDD < −42 (grey squares), which is assumed to be the distance
after which τS is in equilibrium in the roughness array

a high value of ≈ 0.74 for λ = 0.095. The percentage difference between R for all the
data and R for the data where NDD < −42 ranges between 0.89 and 1.1.

The appearance of a relatively constant value of Rl supports our assumption that
the data obtained from analysis of the wind profiles at the apex of the roughness are
representative of equilibrium stress conditions. When the partition between between
τ and τS becomes invariant it is difficult to imagine a situation when the wind profile
above the surface is not in equilibrium.
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5 Discussion

The field instrumentation designed for this study (force balances and Irwin sensors)
proved very reliable and practical despite the very harsh field conditions to which
they were subjected. The main difference between the experimental data collected
at the Jornada and other available field datasets is that the roughness elements used
in Jornada were solid, while the other field experiments’ roughness elements were
comprised of porous vegetation.

The pattern of the shear stress reduction through the roughness arrays can be com-
pared with the observations of Bradley (1968). We note however, that the roughness
configuration used by Bradley (1968) was not a staggered array, as in our study, rather
his array was regular with each element lining up directly behind another in columns.
He noted in his measurements of total shear stress along a step change in roughness
that there was a suggestion of a shear-stress minimum as one progressed into the
roughness that occurred in a region 2–3 m into the roughness array. Based on the
height of his roughness elements (0.07 m) the minimum in the Bradley (1968) dataset
occurs between NDD ≈ −29 to −43, which corresponds to the same position for the
observed τS minimum observed for the Jornada data. Based on the data from this
experiment as well as those of Bradley (1968), the position of the zone of shear-stress
reduction appears to scale as a function of element height.

Kaimal and Finnigan (1994) offer an explanation for the overshoot phenomenon
for the total shear stress. In this smooth-to-rough transition the rapidly travelling
airstream over the smooth surface generates a high stress upon encountering the
roughness. As the rougher surface absorbs momentum from the air layers above it
and this region of decelerated flow thickens into an IBL, the velocity of the air layer
in contact with the roughness decreases, as does the resulting surface stress (Kaimal
and Finnigan 1994). For τS specifically, there is an immediate decrease compared to
τ , followed by a maximum reduction in the zone of overshoot, and then a return to
an equilibrium τS. The majority of the shear stress appears to initially be borne by
τR. One consequence of the pattern of τS changing with downstream distance could
be that during sediment transport events the zone of minimum τS becomes a zone of
deposition if shear stress is reduced at that location to below the threshold value. In
comparison with available wind-tunnel shear-stress partitioning data, the most nota-
ble difference is the size of the roughness elements used in the present study, which
are on the order of a magnitude taller and 1–10 times wider than those used in prior
wind-tunnel studies.

Using the collected data on wind speed, friction velocity, and drag coefficients,
combined with the known λ values of the roughness arrays, τ predicted from Eq. 2
(designated henceforth as τR92) can be compared to τ calculated from the anemome-
ter data using Eqs. 8 and 3. The ratio between the measured and calculated τ for each
of the measurement periods defined in Table 2 shows relatively good agreement with
the expected one-to-one relationship with an error of approximately ±15% (Table 5).
This provides confidence that the Raupach (1992) model defines the general shear-
stress partition for a roughened surface.

The Irwin sensors allow for a direct measurement of τS for comparison with τS
that can be calculated from its component part of Eq. 2 (henceforth τSR92) using the
available wind speed and drag coefficient data. As λ increases the ratio of τS : τ should
decrease and as shown in Fig. 18 this was observed for the measured and calculated
values. The relationships both show an exponential decrease in this ratio as λ increases
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Table 5 The ratio between
τR92 : τ , τS92 : τS, and τS : τ

based on the available 10-min
average data for each
roughness density

λ τR92 : τ τSR92 : τS τS : τ

mean SD mean SD mean SD

0.016 0.934 0.284 1.988 0.793 0.457 0.462
0.030 0.927 0.084 1.098 0.130 0.312 0.034
0.038 0.914 0.146 0.818 0.131 0.342 0.058
0.038 1.014 0.307 0.725 0.204 0.428 0.091
0.050 1.029 0.089 0.869 0.119 0.311 0.053
0.050 0.991 0.192 0.841 0.163 0.309 0.064
0.062 0.999 0.096 0.621 0.045 0.360 0.021
0.062 0.924 0.128 0.650 0.066 0.321 0.036
0.095 0.925 0.309 1.316 0.203 0.109 0.027
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Fig. 18 The modelled (open squares) and measured (black diamonds) ratio of τS : τ versus λ

and they compare very well with each other. The average ratio of τSR92 : τS for each
measurement period is shown in Table 5, and although more variable than the τR92 : τ

ratio, it approximates the expected 1:1 relationship considering all cases combined.
For all cases the ratio average is 0.992 with a standard deviation of 0.433.

The data collected in this study compare favourably with available shear-stress data
measured in other field experiments (Fig. 19). In comparison with available wind- tun-
nel shear-stress partitioning data, the Jornada data show, in general, lesser amounts
of shear-stress reduction for similar λ values (Fig. 19).

When comparing the Raupach et al. (1993) model predicted values of Rt using
measured input variables (first assuming m = 0.5) with the Jornada data (Fig. 20),
the model predicts higher shear-stress ratio values as compared to the measured val-
ues from the Irwin sensors implying a lesser amount of shear-stress reduction than
predicted. The best fit of the modelled to the measured values occurs when the m
variable is adjusted to a value of 0.7, which is higher that the reported values of Wyatt
and Nickling (1996) and Crawley and Nickling (2003) of 0.16 for porous vegetation
and 0.53 to 0.58 for cylinders within a laboratory wind tunnel, respectively.

To further evaluate the validity of the average R values for each roughness config-
uration obtained with the Irwin sensor measurements, the element drag data can be
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m = 0.7 (middle black line), and m = 1.0 (bottom grey line) and the mean measured R values obtained
from all the available Irwin sensors (black squares) and for just the Irwin sensors at NDD <≈ −42
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used to estimate the closure on the shear-stress partitioning relationship. According
to Cheng and Castro (2002), surface shear stress attributed to form drag (i.e., τR)
can be estimated by measuring the form drag over a unit area containing one of the
roughness elements. For the staggered array configuration used in this study a unit
area can be defined based on a geometrical definition similar to that presented by
Cheng and Castro (2002) (see their Fig. 1, also Fig. 21 herein).
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Air Flow

Fig. 21 Roughness element geometry (open circles) and their relationship to unit area (shaded
square) as defined similarly to Cheng and Castro (2002)

The surface shear stress in a unit area for high element density that assumes no
viscous drag component is defined by Cheng and Castro (2002) as

τ = F
Au

(11)

where F is the drag force created by the airflow on an individual element and Au (m2)
is unit (plan) area of the rough surface (Cheng and Castro 2002).

We have confidence in the performance of the drag balance instrument to measure
the applied force on the roughness elements, and as demonstrated earlier, the Irwin
sensor data used to estimate τS and R compare favourably with the modelled values
of Raupach (1992) (Fig. 18), both modelled R values (Fig. 20), and other field data
(Fig. 19). The Au value for the Jornada data for each roughness configuration can be
estimated using the measured τ , τS, and average force (F) on drag-balance mounted
elements inside the roughness arrays. The solution for the appropriate Au (in m2) for
each valid 10-min average is simply

Au = F
(τ − τS)

. (12)

The average Au values for five of the roughness arrays plotted against λ are shown
in Fig. 22, and for comparison, the relationship between Au as defined in Fig. 21 and
λ also is shown. The relationship in Fig. 22 shows that Au should increase geometri-
cally as the centre-to-centre distance between elements increases, and the number of
elements decreases in a given area, reducing λ proportionally. The estimated values
of Au for the low density arrays show considerable variation from the expected Au as
indicated in the large standard deviation around the mean values. This is likely due
to the wider distribution of turbulent eddy sizes the increasingly exposed elements
experience, and the likely non-uniformity of τS. As the arrays become denser the
estimated values are closer to those of the geometric model.
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Fig. 22 Relationship between the Au for determining τR based on knowledge of the drag force on
a roughness element using the geometric model presented in Fig. 21 (open diamonds), compared
with the relationship between the estimated Au (black triangles) required to obtain closure on the
relationship τS + τR = τ based on Irwin sensor and drag balance measurements of τS and τR and
wind speed profile measurements to estimate τ

One other comparison that can be made using the two different measurement
methods to quantify the effect of drag and shear stress reduction by roughness is
between R derived with the Irwin sensor data and NED derived from the force bal-
ance data. The relationship between average R and average NED (at NDD ≈ −100)
for each λ is shown in Fig. 23, and as expected, R scales with NED over the range
of roughness densities tested. The pattern of change in R and NED as a function of
NDD are slightly different, with τS initially declining rapidly, reaching a minimum and
then recovering to an equilibrium value, while NED shows a continual decline as a
function of NDD. However, a drag balance located at NDD ≈ −42 may have shown
an increase in NED in relation to other drag balances interior to the array, as this is
the region of the τ overshoot.

Li and Shao (2003) suggested that the Raupach et al. (1993) model cannot be
applied beyond λ ≥ 0.1. This makes the relationship shown in Fig. 23 very useful from
a practical point of view. Based on our experience, it was more practical, and data
were obtained with greater confidence using the drag balances, to obtain element
drag force measurements than making surface shear-stress measurements with the
Irwin sensors. The drag balance relied on calibration with a primary standard (mass
× acceleration due to gravity) while the Irwin sensors required calibration via the
calculation of τ from wind speed profile data. This variable has greater uncertainty
due to uncertainties in the wind speed measurements, heights of the anemometer, and
the regression procedures involved (once for the calculation of τ , and again for the τ

versus output relationship). Using drag balances to obtain NED values should allow
for a reasonable estimation of the surface shearing stress for a surface with λ between
0.03 – 0.10. Based on the previous work of Gillies et al. (2000, 2002) measurements
of NED to evaluate τS could be extended to sparse vegetation community structures
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as individual plants can be attached to the drag balances to obtain measurements of
plant drag force measurements.

6 Conclusions

The measurement of shear-stress partitioning was undertaken at the field scale in the
atmospheric ISL in patches of roughness ≈ 60 m in length composed of large rough-
ness elements of various roughness densities. The instruments utilized measured the
total shear stress and its components attributable to the intervening surface and the
roughness elements. It was successfully demonstrated that Irwin sensors could be
used to measure surface shear-stress in the ISL at the field scale and, more impor-
tantly, that the very rugged and robust drag balances could be used potentially by
themselves to provide a good estimate of the surface shear stress for surfaces with
roughness density between 0.03 and 0.1. Importantly, the relationship would have to
be evaluated for plants, as τR would likely be influenced by the plants porosity and
flexibility characteristics.

The shear-stress partitioning model of Raupach (1992) and Raupach et al. (1993)
proved to perform very well in predicting the amount of surface shear stress knowing
the stated input parameters. The τS measurements through the length of the rough-
ness arrays combined with previous data presented in Bradley (1968) suggest that
the zone of τS “undershoot” observed at NDD ≈ −42 coincides with the position
of the overshoot of τ (Kaimal and Finnigan 1995) and its position into the rough-
ness scales primarily with the element height. This suggests that smaller roughness
will reach equilibrium shear-stress conditions much faster than larger elements in a
smooth-to-rough transition and the model can be applied with more confidence for
smaller patches composed of smaller roughness elements.

The presence of a zone of τS “undershoot” also has implications for depositional
processes during aeolian sediment transport events. The zone of maximum surface



Boundary-Layer Meteorol (2007) 122:367–396 395

shear-stress reduction could provide an area in which, over time, there is a net depo-
sition of sediment compared to the total patch length. During transport events this
shear stress could drop below the threshold for transport resulting in deposition and
an eventual thickening of deposited material in this region. Field measurements of
sediment thickness in patches of roughness where sand transport occurs could reveal
if this phenomenon influences the depositional history of those patches.

Based on the results of this study it is argued that the Raupach et al. (1993) model
provides a useful basis for evaluating airflow and potentially sediment transport for
patches of roughness of varying size mixed among larger sandy deposits. This type of
roughness is observed in arid terrestrial deserts, in the McMurdo Dry Valley system,
Antarctica, some beach environments, and certainly on the surface of Mars.
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